Risk Models
and Their
Estimation

Stephen G. Kellison, FSA, EA, MAAA
University of Central Florida (Retired)

Richard L. London, FSA
University of Connecticut (Retired)

ACTEX Publications, Inc.
Winsted, CT
The basic subject matter of actuarial science is the analysis and management of financial risk, often within the framework of insurance and other risk-sharing arrangements. To accomplish this, actuaries develop risk models to describe and measure the various risks that arise in their work. These models are probabilistic in nature. Increasingly, actuaries are also finding applications for these risk models in a variety of other contexts.

The basic idea is that each risk model is governed by an underlying, operative (but unknown) probability distribution. We attempt to estimate this underlying distribution by gathering sample data, and processing the data according to an estimation procedure (possibly involving some simplifying assumptions). We also analyze the quality of the resulting estimate.

There are two major classes of risk models that are of interest to us:

(1) **Survival Models**, which address the number and location in time of failure events. These models are included with the topic commonly referred to as *life contingencies*, and are examined on Exam MLC of the Society of Actuaries (SOA) and Exam 3L of the Casualty Actuarial Society (CAS).

(2) **Loss Models**, subdivided as (a) *frequency models*, which address the number of losses or insurance claims occurring in some interval of time, (b) *severity models*, which address the magnitude of such losses or claims, and (c) *aggregate models*, which combine frequency and severity models to address the total, or aggregate, amount of loss in some interval of time. The study of loss models has traditionally been referred to as *risk theory*. It is examined on SOA Exam C and CAS Exam 4.

In this text we presume a thorough understanding of survival models. For those needing a substantial review of these models, we recommend Chapters 5 and 6 of the textbook *Models for Quantifying Risk* (Fourth Edition), by Cunningham, et al. [7]. A condensed summary of these models is presented in Chapter 3 of this text.

A second area of required background presumed in this text is that of mathematical probability and statistics. We presume that the reader has had (at least) the standard two-semester university course in this topic, covering (at least) discrete and continuous random variables and their distributions, techniques of statistical estimation, and the development of confidence intervals and tests of hypotheses. Again, as a review, we have included here summaries of both probability theory (in Chapter 1), and statistical inference, or estimation (in Chapter 2).
A number of risk models, and some statistical analyses as well, can be conveniently pursued via stochastic simulation. Accordingly, we present, in Chapter 4, the general approach to simulating outcomes from a number of distributions, both discrete and continuous. Applications of simulation techniques to some of the problems discussed in the text are then presented throughout the later chapters.

With an understanding of basic probability theory presumed, the second major class of risk models is then developed in Part II of the text. We follow the logical pattern of developing the frequency models first (in Chapter 5), then the severity models (in Chapter 6), and finally the aggregate models (in Chapter 7). In Chapter 8 we present a common application of aggregate loss models, traditionally known as ruin theory. Most of the discrete frequency distributions developed in Chapter 5 and most of the continuous severity distributions developed in Chapter 6 are summarized in Appendices B and A, respectively.

Survival models can be presented in either parametric or tabular (non-parametric) form, with the tabular form predominating in practice. Frequency models are generally parametric, and necessarily discrete. Severity models are mostly parametric and continuous, but can also be tabular. The estimation of tabular models is presented in Part III of the text (Chapters 9 through 12), and estimation of parametric models is presented in Part IV of the text (Chapters 13 through 16). Each part begins with introductory comments describing the contents of that part.

The text includes a number of appendices that summarize some of the text results, provide derivations deemed to be too lengthy for convenient inclusion in the chapters themselves, provide additional background information, or present further topics not considered fundamental to the main subject of the text.

Answers to the textbook exercises are included. A separate solutions manual showing in detail how to solve the exercises is also available from ACTEX Publications. A number of the textbook exercises have been taken from examinations published by the Society of Actuaries and the Casualty Actuarial Society, and we wish to thank the professional societies for making these questions available to us.

A bibliography is included to suggest further reading for those interested in a deeper presentation of certain topics.

This text is appropriate for use in a two-semester university course on the topic of risk theory and the estimation of both classes of risk models.

The aforementioned SOA Exam C and CAS Exam 4 cover three major topics:

1. Traditional risk theory, as presented in Chapters 5-7 of this text.
2. Estimation of both survival models and risk models, as presented in Chapters 9-16 of this text.
3. Basic aspects of credibility theory, as presented in Chapters 1-9 of the textbook Introduction to Credibility Theory (Fourth Edition), by T.N. Herzog [15].
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PART I

REVIEW AND
BACKGROUND MATERIAL
The primary purpose of this text is to present a detailed description of models for insurance losses, including the estimation of those models from sample data. In addition, we also discuss the estimation of survival models from sample data, with the description of such models contained in Cunningham, et al. [7], which could be viewed as a companion text to this one.

The topic of loss models, traditionally referred to as risk theory, relies heavily on general probability theory, and the estimation of models relies on the general theory of mathematical statistics. Accordingly, as background to the major work of this text, we first present a broad review of both probability (in Chapter 1) and statistics (in Chapter 2).

With survival models covered in detail in the Cunningham text, and examined on SOA Exam MLC and CAS Exam 3L, we present a summary review of that topic in Chapter 3 in advance of our discussion of estimating survival models from sample data.

The topic of simulation is treated differently on Exam C/4 than are the other topics reviewed in this part of the text, in that exam questions directly addressing the theory and application of simulation can be expected. In light of this, we have included both examples and end-of-chapter exercises for this topic in Chapter 4.
In this text we make major use of many results from probability theory. We assume that the reader has completed at least one full semester in calculus-based probability at the university level, so that most of the material contained in this chapter will be somewhat familiar. For several selected topics (see, in particular, Sections 1.5 and 1.6), we are less sure that the reader will have this prior familiarity and we will present those topics in greater detail.

Specialized applications of basic probability concepts to claim frequency models, claim severity models, and sums of random variables models are considered in Chapters 5, 6, and 7, respectively. Extensions of probability theory that are needed for these specialized applications, which would not normally be covered in a basic probability course, will be introduced as needed in the later chapters.

The most basic concepts of probability are not included in this review; the reader should refer to any standard probability textbook if a review of these concepts is needed. Among the basic concepts not reviewed here are the notion of the probability of an event, negation, union, intersection, mutual exclusion, the general addition rule, conditional probability, independence, the general multiplication rule, the law of total probability, and Bayes’ Theorem.

1.1 RANDOM VARIABLES AND THEIR DISTRIBUTIONS

The concept of the random variable is the foundation for much of the material presented in this text. Levels of risk can be quantitatively represented by random variables, and understanding the properties of these random variables allows us to analyze and manage the risk so represented. In this section of this introductory chapter we review basic aspects of random variables and their properties.

1.1.1 DISCRETE RANDOM VARIABLES

A random variable, denoted $X$, is said to be discrete if it can take on only a finite (or countably infinite) number of different values. Each value it can take on is called an outcome of the random variable. The set of all possible outcomes is called the domain, or support, of the random variable. We let $x$ denote a particular value in the domain.

---

1 For those needing a good probability text, we recommend Hassett and Stewart’s Probability for Risk Management [12].

2 Technically, we should say the domain (or support) of the random variable’s probability function, but the shorter phrase “domain of the random variable” is often used.
Associated with each value of \( x \) is a probability value for the random variable taking on that particular outcome. The probability value is a function of the value of the outcome, denoted \( p(x) \), and is called, appropriately, the probability function (PF). That is, \( p(x) \) gives the probability of the event \( X = x \). (In some textbooks \( p(x) \) is called the probability mass function.) The set of all probability values constitutes the distribution of the random variable. It is necessarily true that

\[
\sum_x p(x) = 1,
\]

where the summation is taken over all values of \( x \) in the domain with non-zero probability.

The expected value of the random variable, denoted \( E[X] \), is a weighted average of all values in the domain, using the associated probability values as weights. Thus we have

\[
E[X] = \sum_x x \cdot p(x),
\]

where the summation is again taken over all values of \( x \) with non-zero probability. The expected value is also called the mean of the random variable or the mean of the distribution.

The expected value is a special case of the more general idea of finding the weighted average of a function of the random variable, again using the associated probability values as the weights. If \( g(X) \) is any real function of the random variable \( X \), then it can be shown that

\[
E[g(X)] = \sum_x g(x) \cdot p(x)
\]

gives the expected value of the function of the random variable. Note that the mean of the random variable is simply the special case that results when \( g(X) = X \).

An important special case is \( g(X) = X^k \), and \( E[g(X)] = E[X^k] \) is called the \( k^{th} \) moment of the random variable. (Note that the mean is therefore the first moment of the random variable.) Another special case is \( g(X) = (X - E[X])^2 \), where the expected value of \( g(X) \) is called the variance of the random variable and is denoted by \( Var(X) \). That is,

\[
Var(X) = E[(X - E[X])^2] = \sum_x (x - E[X])^2 \cdot p(x).
\]

The reader will recall that an equivalent expression for \( Var(X) \) is

\[
Var(X) = E[X^2] - (E[X])^2,
\]

a form often more convenient for calculating \( Var(X) \) than is Equation (1.4a). The positive square root of the variance is called the standard deviation of \( X \), and is denoted by \( SD(X) \) or sometimes by \( \sigma \).
The moments of a random variable can be generated from a function called, appropriately, the moment generating function (MGF), and denoted by $M_X(t)$. It is defined as

$$M_X(t) = E[e^{tX}] = \sum_x e^{tx} \cdot p(x). \tag{1.5}$$

We recognize that this is just another example of finding the expected value of a particular function of the random variable; in this case the function is $g(X) = e^{tX}$. Note that $M_X(t)$ is a function of $t$, with the subscript $X$ merely reminding us of what the random variable is for which $M_X(t)$ is the MGF.

The reader will recall that the moments are then obtained from the MGF by differentiating $M_X(t)$ with respect to $t$ and evaluating at $t = 0$. The first derivative evaluated at $t = 0$ produces the first moment, the second derivative so evaluated gives the second moment, and so on. In general,

$$E[X^k] = \frac{d^k}{dt^k} M_X(t) \bigg|_{t=0} = M_X^{(k)}(0) \tag{1.6}$$

gives the $k^{th}$ moment of the random variable $X$.

Several other characteristics of the random variable are also important.

The mode of the distribution is the value of $x$ at which the greatest amount of probability is located (i.e., the value of $x$ that maximizes $p(x)$). Note that several values of $x$ could be tied for the greatest amount, in which case the distribution would have several modes.

The cumulative distribution function (CDF) of the random variable, denoted $F(x)$, gives the accumulated amount of probability at all values of the random variable less than or equal to $x$. That is,

$$F(x) = Pr(X \leq x) = \sum_{y \leq x} p(y), \tag{1.7}$$

where the summation is taken over all values of $y$ less than or equal to $x$.

The value of $x$ for which $F(x) = r$ is called the $100r^{th}$ percentile of the distribution. It is the value in the domain of $X$ for which the probability of being less than or equal to that value is $r$, and the probability of being greater than that value is therefore $1-r$. In particular, when $r = .50$ we are speaking of the value of $x$ for which half the probability lies below (or at) that
value and half lies above that value. The value of \( x \) in this case is called the \textit{median} of the distribution.\(^3\)

\subsection*{1.1.2 \textbf{CONTINUOUS RANDOM VARIABLES}}

A random variable is said to be \textit{continuous} if it can take on any value within a defined interval (or the union of several disjoint intervals) on the real number axis. If this set of possible values, again called the domain or support of the random variable,\(^4\) includes all values between, say, \( a \) and \( b \), then we would define the domain as \( a < x < b \). If the domain were all non-negative real values of \( x \) we would write \( x \geq 0 \), and if it were all real values of \( x \) we would write \( -\infty < x < \infty \). Note that the defined values of \( x \) could be in several disjoint intervals, so the domain would then be the union of these disjoint intervals. For example, the domain could be all \( x \) satisfying \( a < x < b \) or \( c < x < d \).

Associated with each possible value of \( x \) is an amount of \textit{probability density}, given as a function of \( x \) by the \textit{probability density function} (PDF), denoted by \( f(x) \). Together the PDF and the domain define the distribution of the random variable. It is necessarily true that

\[ \int_{x} f(x) \, dx = 1, \]  

(1.8)

where the integral is taken over all values of \( x \) in the domain.

Analogous with the discrete case, we again consider the weighted average of a function of the random variable, which is the expected value of that function, this time using the density as the weight associated with each value of \( x \). Thus it can be shown that

\[ E[g(x)] = \int_{x} g(x) \cdot f(x) \, dx. \]  

(1.9)

The same special cases apply here as in the discrete case. For \( g(X) = X \) we have

\[ E[X] = \int_{x} x \cdot f(x) \, dx \]  

(1.10)

as the expected value (or first moment) of the random variable. For \( g(X) = X^{k} \) in general we have

\[ E[X^{k}] = \int_{x} x^{k} \cdot f(x) \, dx \]  

(1.11)

as the \( k^{th} \) moment. As before, the variance is given by

\(^3\) The median (or any other percentile) in a discrete distribution is not always clear. For example, if \( p(0) = \frac{1}{3} \) and \( p(1) = \frac{2}{3} \), then what is the median? Clearly there is no unique value of \( x \) for which \( F(x) = .50 \). Either we would say the median does not exist, or we would adopt a definition to resolve the question in each case.

\(^4\) As in the discrete case of Section 1.1.1, the phrase “domain (or support) of the density function of the random variable” is more technically correct, but the briefer phrase “domain of the random variable” is often used.
\[
\text{Var}(X) = E[(X - E[X])^2] = \int_x (x - E[X])^2 \cdot f(x) \, dx
\] (1.12)

and the moment generating function is given by

\[
M_X(t) = E[e^{tX}] = \int_x e^{tx} \cdot f(x) \, dx.
\] (1.13)

The mode of the distribution is the value of \(x\) associated with the greatest amount of probability density, so it can be described as the value of \(x\) that maximizes the density function. If several values of \(x\) have the same maximum density, then the distribution has more than one mode.

As in the discrete case, the cumulative distribution function (CDF) of the random variable \(X\) is defined by \(F(x) = Pr(X \leq x)\). It follows that

\[
F(x) = \int_{-\infty}^x f(y) \, dy,
\] (1.14a)

and, conversely,

\[
f(x) = \frac{d}{dx} F(x).
\] (1.14b)

Just as in the discrete case, the 100\(r^{th}\) percentile of the distribution is the value of \(x\) for which \(F(x) = r\), and, in particular, the median of the distribution is the value of \(x\) for which \(F(x) = .50\).

### 1.1.3 Mixed Random Variables

On occasion we encounter a random variable that is discrete in one part of its domain and continuous in the rest of the domain. Such random variables are said to have mixed distributions. For example, suppose there is a finite probability associated with each of the outcomes \(X = a\) and \(X = b\), denoted \(p(a)\) and \(p(b)\), respectively, and a probability density associated with all values of \(x\) on the open interval between \(a\) and \(b\). Then it would follow that

\[
p(a) + \int_a^b f(x) \, dx + p(b) = 1.
\] (1.15)

The \(k^{th}\) moment of the mixed random variable \(X\) would be found as

\[
E[X^k] = a^k \cdot p(a) + \int_a^b x^k \cdot f(x) \, dx + b^k \cdot p(b).
\] (1.16)

Mixed random variables appear quite often in actuarial models, particularly in connection with insurance coverages involving a deductible, or a policy maximum, or both. We will explore these situations in Chapters 6 and 7.
1.1.4 MORE ON MOMENTS OF RANDOM VARIABLES

Earlier in this section we reviewed the basic idea of the $k^{th}$ moment of a random variable, denoted by $E[X^k]$. This type of moment is called the $k^{th}$ raw moment of $X$, or the $k^{th}$ moment about the origin.

By contrast, the quantity $E[(X-\mu)^k]$ is called the $k^{th}$ central moment of $X$, or the $k^{th}$ moment about the mean, where $\mu = E[X]$. In particular, the second central moment, denoted by $E[(X-\mu)^2]$, gives the variance of the distribution of $X$, which is denoted by $\text{Var}(X)$ or sometimes by $\sigma^2$. Recall that the positive square root of the variance is called the standard deviation, and is denoted by $SD(X)$ or sometimes by $\sigma$.

The ratio of the standard deviation to the mean of a random variable is called the coefficient of variation, and is denoted by $CV(X)$. Thus we have

$$CV(X) = \frac{\sigma}{\mu},$$ (1.17)

for $\mu \neq 0$. It measures the degree of spread of a random variable relative to its mean.

The skewness of a distribution measures its symmetry, or lack thereof. It is defined by

$$\gamma_3 = \frac{E[(X-\mu)^3]}{\sigma^3},$$ (1.18)

the ratio of the third central moment to the cube of the standard deviation. A distribution that is symmetric, such as the normal, will have a skewness measure of zero. A positively skewed distribution will have a right hand tail and a negatively skewed distribution will have a left hand tail.

The extent to which a distribution is peaked or flat is measured by its kurtosis, which is defined by

$$\gamma_4 = \frac{E[(X-\mu)^4]}{\sigma^4},$$ (1.19)

the ratio of the fourth central moment to the square of the variance (or the fourth power of the standard deviation). The kurtosis of a normal distribution has a value of 3, so the kurtosis of any other distribution will indicate its degree of peakedness or flatness relative to a normal distribution with equal variance. In addition, kurtosis also relates to the thickness of the tails of the distribution.

It is well known (see Equation (1.4b)) that the second central moment (the variance) is equal to the second raw moment minus the first raw moment (the mean) squared. Similar relationships hold for the higher central moments as well. For example, for the third central moment we have
\[ E[(X-\mu)^3] = E[X^3 - 3X^2\mu + 3X\mu^2 - \mu^3] \]
\[ = E[X^3] - 3 \cdot E[X^2] \cdot E[X] + 3 \cdot E[X] \cdot (E[X])^2 - (E[X])^3 \]
\[ = E[X^3] - 3 \cdot E[X^2] \cdot E[X] + 2(E[X])^3. \quad (1.20) \]

### 1.2 Survey of Particular Discrete Distributions

In this section we will review five standard discrete distributions with which the reader should be familiar. They are included here simply as a convenient reference.

#### 1.2.1 The Discrete Uniform Distribution

If there are \( n \) discrete values in the domain of a random variable \( X \), denoted \( x_1, x_2, \ldots, x_n \), for which an equal amount of probability is associated with each value, then \( X \) is said to have a **discrete uniform distribution**. Its probability function is therefore

\[ p(x_i) = \frac{1}{n}, \quad \text{for all } x_i. \quad (1.21) \]

for all \( x_i \). Its first moment is

\[ E[X] = \sum_{i=1}^{n} x_i \cdot p(x_i) = \frac{1}{n} \sum_{i=1}^{n} x_i, \quad (1.22a) \]

and its second moment is

\[ E[X^2] = \sum_{i=1}^{n} x_i^2 \cdot p(x_i) = \frac{1}{n} \sum_{i=1}^{n} x_i^2. \quad (1.22b) \]

In the special case where \( x_i = i, \) for \( i = 1, 2, \ldots, n \), then we have

\[ E[X] = \frac{n+1}{2} \quad (1.23a) \]

and

\[ E[X^2] = \frac{(n+1)(2n+1)}{6}, \quad (1.23b) \]

so that

\[ \text{Var}(X) = E[X^2] - (E[X])^2 = \frac{n^2 - 1}{12}. \quad (1.24) \]
The moment generating function in the special case is

\[ M_X(t) = E[e^{tX}] = \frac{e^t(1-e^{nt})}{n(1-e^t)}. \]  

(1.25)

### 1.2.2 The Binomial and Multinomial Distributions

Recall the binomial (or Bernoulli) model, in which we find the concept of repeated independent trials with each trial ending in either success or failure. The probability of success on a single trial, denoted \( p \), is constant over all trials. The random variable \( X \), denoting the number of successes out of \( n \) independent trials, is said to have a binomial distribution. (The special case of this distribution with \( n = 1 \) is called a Bernoulli distribution.) The probability function is

\[ p(x) = \binom{n}{x} p^x (1-p)^{n-x}, \]  

(1.26a)

for \( x = 0, 1, 2, \cdots, n \), the expected value is

\[ E[X] = np, \]  

(1.27a)

the variance is

\[ Var(X) = np(1-p), \]  

(1.28a)

and the moment generating function is

\[ M_X(t) = (qe^t)^n, \]  

(1.29)

where \( q = 1-p \).

As the prefix \( bi- \) implies, there are only two possible outcomes for each of the \( n \) trials in the binomial model, which we have called “success” and “failure.” Instead of the traditional terminology, we could say that each outcome is either a Type 1 outcome, with probability \( p_1 \), or a Type 2 outcome, with probability \( p_2 \). If \( X_1 \) and \( X_2 \) denote the random variables for numbers of Type 1 and Type 2 outcomes, respectively, then \( X_1 \) and \( X_2 \) have a joint probability function given by

\[ p(x_1, x_2) = \frac{n!}{x_1!x_2!} (p_1)^{x_1} (p_2)^{x_2}, \]  

(1.26b)

where \( x_1 + x_2 = n \) and \( p_1 + p_2 = 1 \). It is easy to see that the right sides of Equations (1.26a) and (1.26b) are the same.

Now we generalize the model to one where there are \( k \) possible distinct outcomes for each of the \( n \) trials. The random variable counting the number of outcomes of Type \( i \) is \( X_i \), for
$i = 1, 2, \cdots, k$, with probability $p_i$. Then the set of random variables $\{X_1, X_2, \cdots, X_k\}$ has a joint probability function given by

$$p(x_1, x_2, \cdots, x_k) = \frac{n!}{x_1!x_2!\cdots x_k!} (p_1)^{x_1}(p_2)^{x_2}\cdots(p_k)^{x_k}, \quad (1.26c)$$

where $\sum_{i=1}^{k} x_i = n$ and $\sum_{i=1}^{k} p_i = 1$. This is called the multinomial distribution.$^5$

The expected value of $X_i$ is

$$E[X_i] = n \cdot p_i, \quad (1.27b)$$

its variance is

$$Var(X_i) = n \cdot p_i(1-p_i), \quad (1.28b)$$

and the covariance of any pair of random variables in the set is

$$Cov(X_i, X_j) = -n \cdot p_i \cdot p_j. \quad (1.28c)$$

### 1.2.3 The Negative Binomial Distribution

Note that in the binomial distribution the random variable was the number of successes out of a fixed number of trials, $n$, where $n$ is a fixed parameter of the distribution. In the negative binomial distribution the number of successes, denoted $r$, is a fixed parameter of the distribution and the random variable $X$ represents the number of failures that occur before the $r^{th}$ success is obtained.$^6$ The probability function is

$$p(x) = \binom{x+r-1}{r-1} p^r (1-p)^x, \quad (1.30a)$$

for $x = 0, 1, 2, \cdots$, the expected value is

$$E[X] = \frac{rq}{p}, \quad (1.31a)$$

the variance is

$$Var(X) = \frac{rq}{p^2}, \quad (1.32a)$$

$^5$ The multinomial distribution is a special case of a multivariate distribution, considered more generally in Section 1.4. We include it here because of its close relationship to the univariate binomial distribution.

$^6$ Note that if the number of failures, denoted $X$, is random, then the total number of trials needed to obtain $r$ successes, denoted $Y$, is also random, since we would have $Y = X + r$. Some textbooks (see, for example, Hassett and Stewart [12]), discuss both the “$X$-meaning” and the “$Y$-meaning” of the negative binomial distribution.
and the moment generating function is

$$M_X(t) = \left( \frac{p}{1-qt} \right)^r,$$

(1.33a)

where, in all cases, \( q = 1 - p \).

Note that the description of the negative binomial distribution given here would require that the parameter \( r \) be a nonnegative integer. In Section 5.1.3, where we consider an important use of the negative binomial random variable as a model for the number of insurance claims, we will show that the requirement of an integer value for \( r \) can be relaxed.7

1.2.4 THE GEOMETRIC DISTRIBUTION

The geometric distribution is simply the special case of the negative binomial with \( r = 1 \). The random variable, \( X \), now denotes the number of failures that occur before the first success is obtained.8 Its probability function is

$$p(x) = p(1-p)^x,$$

(1.30b)

for \( x = 0,1,2,\ldots \), the expected value is

$$E[X] = \frac{q}{p},$$

(1.31b)

the variance is

$$Var(X) = \frac{q}{p^2},$$

(1.32b)

and the moment generating function is

$$M_X(t) = \frac{p}{1-qt},$$

(1.33b)

where \( q = 1 - p \) in all cases.

1.2.5 THE POISSON DISTRIBUTION

The Poisson distribution is a one-parameter discrete distribution with probability function given by

7 Some textbooks use an alternate parameterization for the negative binomial distribution with \( p = \frac{1}{1+\beta} \) and \( q = \frac{\beta}{1+\beta} \). This is further explored in Exercise 6-38 and summarized in Appendix B.

8 As with the negative binomial, some textbooks define the geometric random variable to be the number of trials, \( Y \), needed to obtain the first success. In that case the probability function is \( p(y) = p(1-p)^{y-1}, \) for \( y = 1,2,\ldots \).
\[ p(x) = \frac{e^{-\lambda} \lambda^x}{x!}, \quad (1.34) \]

for \( x = 0, 1, 2, \ldots \), where \( \lambda > 0 \). Its expected value is

\[ E[X] = \lambda, \quad (1.35) \]

its variance is also

\[ \text{Var}(X) = \lambda, \quad (1.36) \]

and its moment generating function is

\[ M_X(t) = e^{\lambda(e^t-1)}. \quad (1.37) \]

The Poisson distribution has several delightful properties that make it a convenient one to use in various actuarial and other stochastic applications. These will be reviewed in conjunction with the discussion of the Poisson process and the use of the Poisson distribution as a model for number of insurance losses or insurance claims in Chapter 5.

1.3 **SURVEY OF PARTICULAR CONTINUOUS DISTRIBUTIONS**

In this section we review four standard continuous probability distributions with which the reader should be familiar from a prior study of probability. Additional continuous distributions are introduced later in the text as claims severity distributions (in Chapter 6).

1.3.1 **THE CONTINUOUS UNIFORM DISTRIBUTION**

As its name suggests, the *uniform distribution* is characterized by a constant probability density at all points in its domain. If the random variable is defined on the interval \( a < X < b \), and if the density function is constant, then it follows that the density function must be

\[ f(x) = \frac{1}{b-a}, \quad (1.38) \]

for \( a < x < b \). That is, the constant density function is the reciprocal of the length of the interval on which the random variable is defined. The mean of the uniform distribution is

\[ E[X] = \frac{a+b}{2}, \quad (1.39) \]

the variance is

\[ \text{Var}(X) = \frac{(b-a)^2}{12}, \quad (1.40) \]

the moment generating function is
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for $t \neq 0$, and the cumulative distribution function is

$$F(x) = \frac{x-a}{b-a}. \quad (1.42)$$

As a consequence of the constant density function, the median is the same as the mean and the distribution is equimodal, since all points have the same probability density.

1.3.2 THE NORMAL DISTRIBUTION

The normal distribution will have use in the models developed later in the text. For now the reader should recall that the density function for this distribution is based on the two parameters $\mu$ and $\sigma$, where $\sigma > 0$, which are also the mean and standard deviation, respectively, of the distribution. Specifically,

$$f(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}, \quad (1.43a)$$

for $-\infty < x < \infty$, where, as mentioned,

$$E[X] = \mu \quad (1.44)$$

and

$$Var(X) = \sigma^2. \quad (1.45)$$

The moment generating function is

$$M_X(t) = e^{\mu t + \sigma^2 t^2 / 2}. \quad (1.46)$$

An extremely important property of the normal distribution is that any linear transformation of the random variable will also have a normal distribution. In particular, the random variable $Z$ derived from the normal random variable $X$ by the linear transformation

$$Z = \frac{X - \mu}{\sigma} \quad (1.47)$$

will have a normal distribution with mean

$$E[Z] = \frac{1}{\sigma} \cdot E[X] - \frac{\mu}{\sigma} = 0, \quad (1.48)$$

since $E[X] = \mu$, and variance

$$\frac{E[Z] - E[Z]^2}{\sigma^2} = 0.$$

for each $t \neq 0$, and the cumulative distribution function is

$$F(x) = \frac{x-a}{b-a}. \quad (1.42)$$

As a consequence of the constant density function, the median is the same as the mean and the distribution is equimodal, since all points have the same probability density.

1.3.2 THE NORMAL DISTRIBUTION

The normal distribution will have use in the models developed later in the text. For now the reader should recall that the density function for this distribution is based on the two parameters $\mu$ and $\sigma$, where $\sigma > 0$, which are also the mean and standard deviation, respectively, of the distribution. Specifically,

$$f(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}, \quad (1.43a)$$

for $-\infty < x < \infty$, where, as mentioned,

$$E[X] = \mu \quad (1.44)$$

and

$$Var(X) = \sigma^2. \quad (1.45)$$

The moment generating function is

$$M_X(t) = e^{\mu t + \sigma^2 t^2 / 2}. \quad (1.46)$$

An extremely important property of the normal distribution is that any linear transformation of the random variable will also have a normal distribution. In particular, the random variable $Z$ derived from the normal random variable $X$ by the linear transformation

$$Z = \frac{X - \mu}{\sigma} \quad (1.47)$$

will have a normal distribution with mean

$$E[Z] = \frac{1}{\sigma} \cdot E[X] - \frac{\mu}{\sigma} = 0, \quad (1.48)$$

since $E[X] = \mu$, and variance

$$\frac{E[Z] - E[Z]^2}{\sigma^2} = 0.$$
\[ \text{Var}(Z) = \frac{\text{Var}(X)}{\sigma^2} = 1, \] 

since \( \text{Var}(X) = \sigma^2 \) and \( \text{Var}(\mu/\sigma) = 0 \). The random variable \( Z \) is called the unit normal random variable or the standard normal random variable. Its probability density function

\[ f(z) = \frac{1}{\sqrt{2\pi}} e^{-z^2/2} \]  

(1.43b)

does not have a closed form antiderivative, so probability values are not found by integrating \( f(z) \). Rather, values of the cumulative distribution function \( F_Z(z) \) are determined by approximate integration and stored in a table for look-up as needed. Probability values for the normal random variable \( X \) are likewise looked up in the table of standard values after making the appropriate linear transformation. A modern alternative to table look-up is that values can be determined by numerical integration using appropriate computer software or even a pocket calculator.

### 1.3.3 The Exponential Distribution

Another standard continuous distribution with some convenient properties is the one-parameter exponential distribution. It is defined over all positive values of \( x \) by the density function

\[ f(x) = \beta e^{-\beta x}, \] 

(1.50a)

for \( x > 0 \) and \( \beta > 0 \). The expected value is

\[ E[X] = \frac{1}{\beta}, \] 

(1.51)

the variance is

\[ \text{Var}(X) = \frac{1}{\beta^2}, \] 

(1.52)

the moment generating function is

\[ M_X(t) = \frac{\beta}{\beta - t}, \] 

(1.53)

for \( t < \beta \), and the cumulative distribution function is

\[ F(x) = 1 - e^{-\beta x}. \] 

(1.54)

---

9 The PDF of the unit normal random variable \( Z \) is sometimes denoted by \( \phi(z) \) instead of \( f(z) \).

10 Similarly, the CDF is sometimes denoted by \( \Phi(z) \).
(The reader should note that some textbooks prefer the notation

\[ f(x) = \frac{1}{\theta} e^{-x/\theta}, \]  

(1.50b)

so that \( E[X] = \theta, \text{Var}(X) = \theta^2 \), and \( M_X(t) = (1-\theta t)^{-1} \).

### 1.3.4 The Gamma Distribution

The two-parameter gamma distribution is defined by the density function

\[ f(x) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x} , \]  

(1.55)

for \( x > 0, \alpha > 0, \) and \( \beta > 0 \), where \( \Gamma(\alpha) \) is the gamma function defined by

\[ \Gamma(\alpha) = \int_0^\infty x^{\alpha-1} e^{-x} \, dx. \]  

(1.56)

By substituting \( \alpha = 1 \) into the gamma density given by Equation (1.55), and noting that \( \Gamma(1) = 1 \), we obtain the exponential density given by Equation (1.50a). Thus the exponential is a special case of the gamma with \( \alpha = 1 \). The mean of the gamma distribution is

\[ E[X] = \frac{\alpha}{\beta} , \]  

(1.57a)

the variance is

\[ \text{Var}(X) = \frac{\alpha}{\beta^2} , \]  

(1.57b)

and the moment generating function is

\[ M_X(t) = \left( \frac{\beta}{\beta - t} \right)^\alpha , \]  

(1.57c)

for \( t < \beta \). The cumulative distribution function is given by

\[ F(x) = \int_0^x f(y) \, dy = \frac{\beta^\alpha}{\Gamma(\alpha)} \int_0^x y^{\alpha-1} e^{-\beta y} \, dy. \]  

(1.58a)

\[ \text{Some texts prefer to use } \frac{1}{\beta} \text{ in place of } \beta, \text{ as already mentioned for the exponential distribution.} \]
If we let $\beta y = t$, so $y = t / \beta$, and $dy = \frac{1}{\beta} \cdot dt$, then the integral becomes

$$F(x) = \frac{1}{\Gamma(\alpha)} \int_0^{\beta x} \beta^\alpha \left( \frac{t}{\beta} \right)^{\alpha-1} e^{-t} \cdot \frac{1}{\beta} \cdot dt$$

$$= \frac{1}{\Gamma(\alpha)} \int_0^{\beta x} t^{\alpha-1} e^{-t} \ dt$$

$$= \Gamma(\alpha; \beta x), \quad (1.58b)$$

where $\Gamma(\alpha; \beta x)$ is the incomplete gamma function defined by

$$\Gamma(\alpha; x) = \frac{1}{\Gamma(\alpha)} \int_0^x t^{\alpha-1} e^{-t} \ dt. \quad (1.58c)$$

Further insight into the relationship of the gamma to the exponential distribution will be provided in Section 1.5, and applications of the incomplete gamma function in actuarial models will arise in Chapters 6 and 7. It is further explored in Appendix K, including its evaluation by simulation.

### 1.4 Multivariate Probability

Whenever two or more random variables are involved in the same model we find ourselves dealing with a case of multivariate probability. In this section we will review the fundamental aspects of multivariate probability, including the interrelationships among the joint, marginal, and conditional distributions, in both the discrete and continuous cases.

One of the most important aspects of multivariate probability is the process for finding the unconditional mean and variance of a random variable from the associated conditional means and variances. The formulas relating the unconditional and conditional means and variances are given by the double expectation theorem. Although this is a result with which the reader might be familiar from prior study, it has so many important applications later in this text that we wish to review it in some detail at this time. We will do this by example, separately for the discrete and continuous cases. An example does not establish the general result, of course; for that purpose the reader is referred to Section 7.4 of Ross [35].

### 1.4.1 The Discrete Case

We illustrate the key components of discrete multivariate probability with a numerical example. Suppose the discrete random variable $X$ can assume the values $x = 0, 1, 2$ and the discrete random variable $Y$ can assume the values $y = 1, 2$. Let $X$ and $Y$ have the joint distribution given by the following table, and let $p(x, y)$ denote the joint probability function.

<table>
<thead>
<tr>
<th>Y</th>
<th>$X$</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.10</td>
<td>.20</td>
<td>.30</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>.10</td>
<td>.10</td>
<td>.20</td>
<td></td>
</tr>
</tbody>
</table>
The marginal distribution of $X$ is given by

\[ Pr(X=0) = .10 + .10 = .20, \]

\[ Pr(X=1) = .20 + .10 = .30, \]

and

\[ Pr(X=2) = .30 + .20 = .50. \]

The moments of $X$ can be calculated directly from the marginal distribution. We have

\[ E[X] = (0)(.20) + (1)(.30) + (2)(.50) = 1.30, \]

\[ E[X^2] = (0)(.20) + (1)(.30) + (4)(.50) = 2.30, \]

and

\[ Var(X) = 2.30 - (1.30)^2 = .61. \]

Now we consider an alternative, but longer (at least this time), way to find $E[X]$ and $Var(X)$. First we find the marginal distribution of $Y$ as

\[ Pr(Y=1) = .10 + .20 + .30 = .60 \]

and

\[ Pr(Y=2) = .10 + .10 + .20 = .40. \]

Next we find both conditional distributions for $X$, one given $Y=1$ and the other given $Y=2$. We have

\[ Pr(X=0 \mid Y=1) = \frac{10}{.60} = \frac{1}{6}, \]

\[ Pr(X=1 \mid Y=1) = \frac{20}{.60} = \frac{2}{6}, \]

and

\[ Pr(X=2 \mid Y=1) = \frac{30}{.60} = \frac{3}{6}. \]

From this conditional distribution we find the conditional moments of $X$, given $Y=1$. We have

\[ E[X \mid Y=1] = (0)\left(\frac{1}{6}\right) + (1)\left(\frac{2}{6}\right) + (2)\left(\frac{3}{6}\right) = \frac{8}{6}, \]

\[ E[X^2 \mid Y=1] = (0)\left(\frac{1}{6}\right) + (1)\left(\frac{2}{6}\right) + (4)\left(\frac{3}{6}\right) = \frac{14}{6}, \]

and

\[ Var(X \mid Y=1) = \frac{14}{6} - \left(\frac{8}{6}\right)^2 = \frac{20}{36}. \]
Similarly we find the conditional distribution

\[
Pr(X=0 \mid Y=2) = \frac{10}{40} = \frac{1}{4},
\]

\[
Pr(X=1 \mid Y=2) = \frac{10}{40} = \frac{1}{4},
\]

and

\[
Pr(X=2 \mid Y=2) = \frac{20}{40} = \frac{1}{2},
\]

and its associated conditional moments

\[
E[X \mid Y=2] = (0)\left(\frac{1}{4}\right) + (1)\left(\frac{1}{4}\right) + (2)\left(\frac{1}{4}\right) = \frac{5}{4},
\]

\[
E[X^2 \mid Y=2] = (0)\left(\frac{1}{4}\right) + (1)\left(\frac{1}{4}\right) + (4)\left(\frac{2}{4}\right) = \frac{9}{4},
\]

and

\[
Var(X \mid Y=2) = \frac{9}{4} - \left(\frac{5}{4}\right)^2 = \frac{11}{16}.
\]

We now come to the key part of the operation. We recognize that the conditional expected value of \( X \), denoted \( E_X[X \mid Y] \), is a random variable because it is a function of the random variable \( Y \). It can take on the two possible values \( \frac{8}{6} \) and \( \frac{5}{4} \), and does so with probability .60 and .40, respectively, the probabilities associated with the two possible values of \( Y \). We can find the moments of this random variable as

\[
E_Y[E_X[X \mid Y]] = \left(\frac{8}{6}\right)\cdot(.60) + \left(\frac{5}{4}\right)\cdot(.40) = \frac{13}{10},
\]

\[
E_Y[(E_X[X \mid Y])]^2 = \left(\frac{8}{6}\right)^2 \cdot(.60) + \left(\frac{5}{4}\right)^2 \cdot(.40) = \frac{203}{120},
\]

and

\[
Var_Y(E_X[X \mid Y]) = \frac{203}{120} - \left(\frac{13}{10}\right)^2 = \frac{1}{600}.
\]

Similarly the conditional variance of \( X \) given \( Y \), denoted \( Var_X(X \mid Y) \), is a random variable because it too is a function of \( Y \). Its two possible values are \( \frac{20}{36} \) and \( \frac{11}{16} \), so its expected value is

\[
E_Y[Var_X(X \mid Y)] = \left(\frac{20}{36}\right)\cdot(.60) + \left(\frac{11}{16}\right)\cdot(.40) = \frac{73}{120}.
\]

Finally we observe that
which states that the expected value of the conditional expectation is the unconditional expected value of \( X \). This constitutes the first part of the double expectation theorem. The second part states that

\[
E_Y[Var_X(X \mid Y)] + Var_Y(E_X[X \mid Y]) = \frac{73}{120} + \frac{1}{600} = \frac{366}{600} = \frac{61}{100} = Var(X),
\]

which says that the expected value of the conditional variance plus the variance of the conditional expectation is the unconditional variance of \( X \).

### 1.4.2 THE CONTINUOUS CASE

Multivariate probability in the continuous case is handled more compactly than in the discrete case. We cannot list all possible pairs of \((x, y)\) in the continuous joint domain; instead we specify the joint density at the point \((x, y)\) in the form of a joint density function denoted \( f(x, y) \). Recall that the marginal density of \( X \) is then found by integrating the joint density over all values of \( Y \), and the marginal density of \( Y \) is found by integrating the joint density over all values of \( X \). The conditional density of \( X \), given \( Y \), is then found by dividing the joint density by the marginal density of \( Y \), and, similarly, the conditional density of \( Y \), given \( X \), is found by dividing the joint density by the marginal density of \( X \). These basic relationships are illustrated in the following example.

Let the continuous random variable \( X \) have a uniform distribution on the interval \( 0 < x < 12 \), and let the continuous random variable \( Y \) have a conditional distribution, given \( X = x \), that is uniform on the interval \( 0 < y < x \). We seek the unconditional expected value and variance of \( Y \).

We could, of course, proceed by first finding the marginal distribution of \( Y \) and then finding the unconditional expected value and variance of \( Y \) directly from this marginal distribution. Since \( X \) is uniform we have \( f_X(x) = \frac{1}{12} \), and since \( Y \) is conditionally uniform we have \( f_{Y \mid X}(y \mid x) = \frac{1}{x} \). Then the joint density is \( f(x, y) = \frac{1}{12x} \), and the marginal density of \( Y \) is

\[
f_Y(y) = \int_y^{12} f(x, y) \, dx = \int_y^{12} \left( \frac{1}{12x} \right) \, dx = \frac{1}{12} [\ln 12 - \ln y].
\]

To then find the first and second moments of \( Y \) directly from the marginal density of \( Y \) is a bit of a calculus challenge. Instead, we will find the unconditional expected value and variance of \( Y \) from its conditional moments by using the double expectation theorem. We have, since \( Y \) is conditionally uniform, \( E_Y[Y \mid X] = \frac{X}{2} \) and \( Var_Y(Y \mid X) = \frac{X^2}{12} \). Then, directly from the double expectation theorem, we have

\[
E[Y] = E_X[E_Y[Y \mid X]] = E_X \left[ \frac{X}{2} \right] = \frac{1}{2} \cdot E[X] = 3,
\]
since, being uniform on 0 < x < 12, we have E[X] = 6. Similarly,

\[
Var(Y) = E_X[Var_Y(Y | X)] + Var_X(E_Y[Y | X])
\]

\[
= E_X\left[\frac{X^2}{12}\right] + Var_X\left(\frac{X}{2}\right)
\]

\[
= \frac{1}{12}E[X^2] + \frac{1}{4}Var(X)
\]

\[
= \left(\frac{1}{12}\right)(48) + \left(\frac{1}{4}\right)(12) = 7,
\]

since Var(X) = 12 and E[X^2] = Var(X) + (E[X])^2 = 48.

In the discrete case example, presented in Section 1.4.1, the unconditional mean and variance were found more easily from the marginal distribution than via the double expectation theorem. In this continuous example, however, the opposite is true; the mean and variance of Y are found more easily via the double expectation theorem than from the marginal distribution of Y.

The double expectation theorem will have several applications throughout this text. For future reference we restate it here as

\[
E[X] = E_Y[E_X[X | Y]]
\]

and

\[
Var(X) = E_Y[Var_X(X | Y)] + Var_Y(E_X[X | Y]).
\]

### 1.5 Sums of Independent Random Variables

Consider the random variable S (chosen to stand for “sum”), defined as

\[
S = X_1 + X_2 + \cdots + X_n,
\]

where the \( X_i \)'s are all mutually independent. This model arises often in actuarial science, and is referred to there as the individual risk model. We will explore this model within the actuarial context more fully in Chapter 7. At this point we wish to review what we already know about the random variable S from a prior study of probability.

#### 1.5.1 The Moments of S

The expected value of S is simply the sum of the expected values of the \( X_i \)'s, so we have

\[
E[S] = \sum_{i=1}^{n} E[X_i].
\]

(1.61a)
If the $X_i$’s all have the same distribution, so that we may use $E[X]$ to denote the common $E[X_i]$, we then have

$$E[S] = n \cdot E[X]. \quad (1.61b)$$

Because of the assumption of independence, it is also true that

$$Var(S) = \sum_{i=1}^{n} Var(X_i), \quad (1.62a)$$

which, if the $X_i$’s all have the same distribution so they have common $Var(X)$, can be written as

$$Var(S) = n \cdot Var(X). \quad (1.62b)$$

More generally, the moments of $S$ can be found from its moment generating function $M_S(t)$, which is itself found from the MGF’s of the $X_i$’s as

$$M_S(t) = M_{X_1}(t) \cdot M_{X_2}(t) \cdot \cdots \cdot M_{X_n}(t). \quad (1.63a)$$

That is, the MGF of the sum of independent random variables is the product of the MGF’s of the several random variables in the sum. If the $X_i$’s all have the same distribution, and therefore the same MGF, denoted $M_X(t)$, then we have

$$M_S(t) = [M_X(t)]^n. \quad (1.63b)$$

Can we go beyond knowing only the moments of the random variable $S$ and find its actual distribution? The answer is that yes we can, in certain cases; this is pursued in the remaining subsections of this section.

### 1.5.2 DISTRIBUTIONS CLOSED UNDER CONVOLUTION

If the $X_i$ random variables belong to certain families of distributions, then the random variable $S$ will belong to that same family, albeit with different parameter values. Distributions for which this property holds are said to be closed under convolution.

For example, if each $X_i$ is a Poisson random variable with parameter $\lambda_i$, then $S$ is a Poisson random variable with parameter $\lambda = \lambda_1 + \lambda_2 + \cdots + \lambda_n$. The result follows from Equation (1.63a). We have

$$M_S(t) = e^{\lambda_1(e^t-1)} \cdot e^{\lambda_2(e^t-1)} \cdot \cdots \cdot e^{\lambda_n(e^t-1)}$$

$$= e^{\lambda_1(e^t-1)+\lambda_2(e^t-1)+\cdots+\lambda_n(e^t-1)}$$

$$= e^{\lambda(e^t-1)},$$

where $\lambda = \lambda_1 + \lambda_2 + \cdots + \lambda_n$, which is the MGF for a Poisson random variable with parameter $\lambda$. 
Again by using Equation (1.63a) we can show that if each $X_i$ is a binomial random variable, with common value of the parameter $p$ but each with its own parameter value $n_i$, then $S$ is a binomial random variable with parameters $n = n_1 + n_2 + \cdots + n_n$ and the common value of $p$.

Similarly we can show that if each $X_i$ is a negative binomial random variable, with common parameter $p$ but each with its own parameter value $r_i$, then $S$ is a negative binomial random variable with parameters $r = r_1 + r_2 + \cdots + r_n$ and the common value of $p$.

If each $X_i$ is a geometric random variable with common parameter $p$, then $S$ is a negative binomial random variable with parameters $r = n$ and the common value of $p$.

On the continuous side, if each $X_i$ is a normal random variable with parameters $\mu_i$ and $\sigma_i$, then $S$ is a normal random variable with parameters $\mu = \mu_1 + \mu_2 + \cdots + \mu_n$ and $\sigma^2 = \sigma_1^2 + \sigma_2^2 + \cdots + \sigma_n^2$. (Note that it is not true that $\sigma = \sigma_1 + \sigma_2 + \cdots + \sigma_n$.)

If each $X_i$ is an exponential random variable with common parameter $\beta$, then $S$ is a gamma random variable with parameters $\alpha = n$ and the common value of $\beta$.

Finally if each $X_i$ is a gamma random variable, with common parameter $\beta$ but each with its own parameter $\alpha_i$, then $S$ is a gamma random variable with parameters $\alpha = \alpha_1 + \alpha_2 + \cdots + \alpha_n$ and the common value of $\beta$.

Note that the uniform random variable is not closed under convolution.

The property of being closed under convolution is a convenient one for the $X_i$ random variables to have. For example, in the continuous case, it is convenient if we are justified in assuming a gamma distribution (including the special case exponential) for the $X_i$’s so that we can then analyze the distribution of $S$ as another gamma random variable. This will be revisited in our further discussion of the individual risk model in Chapter 7.

1.5.3 THE METHOD OF CONVOLUTIONS

Consider the individual risk model in the special case with $n = 2$, so that $S = X_1 + X_2$. Suppose the distributions of $X_1$ and $X_2$ are discrete, with only a few points in each distribution. For example, suppose we have the distributions $p_1(1) = .40$ and $p_1(2) = .60$ for $X_1$, and $p_2(1) = .50$, $p_2(2) = .40$ and $p_2(3) = .10$ for $X_2$. Then we can simply tabulate the discrete distribution of $S$. We observe that $S$ can take on the values 2, 3, 4, and 5. We can then easily calculate the probability values associated with each possible value of $S$:

$$Pr(S=2) = Pr(X_1 = 1 \text{ and } X_2 = 1) = (.40)(.50) = .20$$

$$Pr(S=3) = Pr(X_1 = 1 \text{ and } X_2 = 2) + Pr(X_1 = 2 \text{ and } X_2 = 1) = (.40)(.40) + (.60)(.50) = .46$$
$$Pr(S=4) = Pr(X_1 = 1 \text{ and } X_2 = 3) + Pr(X_1 = 2 \text{ and } X_2 = 2) = (.40)(.10) + (.60)(.40) = .28$$

$$Pr(S=5) = Pr(X_1 = 2 \text{ and } X_2 = 3) = (.60)(.10) = .06$$

(Note, as a check on our arithmetic, that the probability values for $S$ sum to unity.) This process for tabulating the distribution of $S$ is called the method of convolutions.

If the model has $n=3$ terms in the sum, we can use the method of convolutions recursively. With $S = X_1 + X_2 + X_3$, we first let $R = X_1 + X_2$ and find the distribution of $R$ by convoluting the distributions of $X_1$ and $X_2$, as just discussed, and then we convolute the distributions of $R$ and $X_3$ to find the distribution of $S$. This process can then be extended to any number of terms in the sum, noting that we only ever convolute two distributions at one time. Thus if there are $n$ terms in the sum, we would perform $n-1$ sequential convolutions to reach the distribution of $S$.

The method of convolutions to find the distribution of $S$ in either the individual or collective risk model will be further investigated in Chapter 7 and again in Chapter 8, including the case where each $X_i$ has a continuous distribution.

1.5.4 APPROXIMATING THE DISTRIBUTION OF $S$

If the $X_i$’s do not belong to a family of distributions that is closed under convolution, and if the method of convolutions is too unwieldy (because the domain of each $X_i$ is quite large and/or because we have a large value of $n$), so that the methods of Sections 1.5.2 and 1.5.3 are either impossible or impractical to use, we can always resort to approximating the distribution of $S$. If $n$ is “sufficiently large,” then we can invoke the Central Limit Theorem to conclude that $S$ has an approximately normal distribution. The mean and variance of $S$ are available by summing the means and variances of the $X_i$’s, and these two values completely define the normal distribution of $S$. This approach will be utilized at several points throughout the text.

1.6 COMPOUND DISTRIBUTIONS

In this section we consider a variation on the sum of independent random variables model of Section 1.5, in which the number of terms in the sum is itself random. In this case we write

$$S = X_1 + X_2 + \cdots + X_N,$$

(1.64)

where $N$ is used as the subscript of the last term, in contrast to the use of $n$ in Equation (1.60), to remind us that the number of terms in the sum is a random variable. We again assume that the $X_i$ random variables are mutually independent, and that they all have the same distribution. We further assume that each $X_i$ is also independent of the random variable $N$. In prob-
ability theory, $S$ is said to have a compound distribution. The distribution of $N$ is called the primary distribution and the common distribution of $X_i$ is called the secondary distribution.

In the context of actuarial science, the compound distribution is called the collective risk model. We will further discuss this model, and contrast it with the simpler individual risk model, in Chapter 7.

### 1.6.1 The Moments of $S$

To find the mean and variance of $S$ when it has the compound distribution defined by Equation (1.64) we make use of the double expectation theorem reviewed in Section 1.4. We consider $S$ to be conditional on the random variable $N$. Then, conditional on having $N$ terms in the sum, each with expected value $E[X]$ and variance $Var(X)$, we have

$$E[S | N] = NE[X]$$  \hspace{1cm} (1.61c)\]

and

$$Var(S | N) = NVar(X).$$  \hspace{1cm} (1.62c)\]

(We can use the notation $E[X]$ and $Var(X)$, rather than $E[X_i]$ and $Var(X_i)$, because all $X_i$ are assumed to have the same distribution.)

By the first part of the double expectation theorem we then have

$$E[S] = E_N[E[S | N)] = E_N[NE[X]] = E[N]E[X],$$  \hspace{1cm} (1.65)\]

since $E[X]$ is a constant with respect to the random variable $N$. Similarly, by the second part of the double expectation theorem we have

$$Var(S) = E_N[Var(S | N)] + Var_N(E[S | N)]
= E_N[NVar(X)] + Var_N(NE[X])
= E[N]Var(X) + Var(N)(E[X])^2,$$  \hspace{1cm} (1.66)\]

since both $E[X]$ and $Var(X)$ are constants with respect to the random variable $N$.

We can also express the moment generating function of $S$ as a function of the MGF’s of $N$ (the primary distribution) and $X$ (the secondary distribution), using the first part of the double expectation theorem, since the MGF of $S$ is just the expected value of $e^{St}$. Again conditioning on $N$ we have

$$M_S(t) = E[e^{St}] = E_N[E[e^{St} | N]].$$

But $E[e^{St} | N]$ is the MGF of $S$, given that there are $N$ terms in the sum. From Equation (1.63b) we know that this conditional MGF is
which can also be written as

$$E[e^{tS} | N] = e^{\ln[M_X(t)]^N} = e^{N\ln[M_X(t)]}.$$ 

Let $r = \ln[M_X(t)]$. Then we have

$$M_S(t) = E_N\left[ E[e^{tS} | N] \right] = E_N[e^{rN}] = M_N(r).$$

This tells us that the MGF of $S$ is equal to the MGF of the primary distribution $N$, evaluated at $r = \ln[M_X(t)]$. Thus we can conclude that

$$M_S(t) = M_N[\ln[M_X(t)]] \quad \text{(1.67)}$$

For example, suppose $N$ has a Poisson distribution with MGF given by $M_N(t) = e^{\lambda(e^t - 1)}$, as given by Equation (1.37). Then by Equation (1.67) the MGF of $S$ is

$$M_S(t) = M_N[\ln[M_X(t)]] = e^{[\ln[M_X(t)] - 1]} \quad \text{(1.68)}$$

in terms of the MGF of the random variable $X$.

### 1.6.2 The Compound Poisson Distribution

If $N$ has a Poisson distribution, then $S$ is said to have a **compound Poisson distribution**. In this case the mean of $S$, by Equation (1.65), can be written as

$$E[S] = \lambda \cdot E[X], \quad \text{(1.69)}$$

since $E[N] = \lambda$. Further, since $Var(N) = \lambda$ as well, Equation (1.66) for the variance of $S$ simplifies to

$$Var(S) = \lambda \cdot Var(X) + \lambda \cdot (E[X])^2$$

$$= \lambda[Var(X) + (E[X])^2]$$

$$= \lambda \cdot E[X^2], \quad \text{(1.70)}$$

since $Var(X) = E[X^2] - (E[X])^2$. Note that the moments of $S$ can also be obtained from the MGF of $S$, given by Equation (1.68).

The compound Poisson distribution will be extensively used in our further discussion of the collective risk model in Chapter 7 and the ruin model in Chapter 8.